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Abstract

We describe the first approach to automatically repair bugs
in context-free grammars: given a grammar that fails some
tests in a given test suite, we iteratively and gradually trans-
form the grammar until it passes all tests. Our core idea
is to build on spectrum-based fault localization to identify
promising repair sites (i.e., specific positions in rules), and to
apply grammar patches at these sites whenever they satisfy
explicitly formulated pre-conditions necessary to potentially
improve the grammar.

We have implemented this approach in the gfixr system,
and successfully used it to fix grammars students submitted
as homeworks in a compiler engineering course, and to map
one Pascal dialect grammar against another dialect. gfixr can
be configured to explore the repair space in different ways,
and can also take advantage of counterexamples to enable
restriction patches that make the grammar less permissive.

CCS Concepts: « Software and its engineering — Parsers;
Syntax; Software testing and debugging; « Theory of com-
putation — Grammars and context-free languages.

Keywords: Program repair, Fault localization.

ACM Reference Format:

Moeketsi Raselimo and Bernd Fischer. 2021. Automatic Grammar
Repair. In Proceedings of the 14th ACM SIGPLAN International Con-
ference on Software Language Engineering (SLE °21), October 17—
18, 2021, Chicago, IL, USA. ACM, New York, NY, USA, 17 pages.
https://doi.org/10.1145/3486608.3486910

1 Introduction

Grammars are software, and can contain bugs like any other
software. This is true even for well-curated grammars. Lam-
mel and Verhoef [32] found “more errors than one would
expect from a language reference manual” when analyzing
COBOL, and Zaytsev [68] shows errors and inconsistencies
in the language specifications of both Java and C#. Grammar
testing [31] can demonstrate the presence of such bugs in
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grammars and grammar fault localization [50] can identify
rules that are likely to contain bugs, but neither of the two
techniques can automatically repair bugs and fix grammars.

Manual grammar repair is tedious because developers
need to track information about syntax errors back to the
grammar, without much feedback from the parser: since the
parser assumes that the grammar is correct and the input
wrong, its error messages are not necessarily useful for the
repair process.

An automatic grammar repair can thus be useful whenever
a given grammar needs to be patched to fit a given test suite
for the intended target language, as it eliminates the manual
repair efforts. However, automation also enables more inter-
esting application scenarios in various areas, for example
(i) teaching: patches can be integrated into an automated
interactive feedback system [5] to help students developing
a grammar; (ii) grammar maintenance: patches can be used
to automate the adaptation of a base grammar to capture a
dialect from examples [48]; (iii) grammar migration: patches
can fix errors introduced by migration of a grammar from
one formalism (e.g., LR with precedences) into another one
with different capabilities (e.g., pure LL); (iv) grammar infer-
ence: patches can replace the blind search in the inner loop
of genetic grammar learning algorithm [8, 48].

In this paper, we describe the first approach to automati-
cally repair bugs in context-free grammars: given a grammar
that fails some tests in a given test suite, we iteratively and
gradually transform the grammar until it passes all tests.

Our approach is based on the “find-and-fix” cycle typically
used in manual repair. As an example, consider a situation
where we are trying to develop a CUP [25] grammar specifi-
cation against a small test suite TSz, with passing tests to
complement an informal description of the target language
Joy. Assume that our grammar G;Uy is similar to the cor-
rect version G, shown in Fig. 1 (See Appendix A), with the
exception of the last two rules that have the following form:

name — id|id[ simple 1 | id ( name namelist )
namelist — namelist , name | €

Assume further that we are faced with the following three
failing tests in TSv,:

program a begin a(@) end

program a begin a(@, @) end

program a begin a(@, 0, @) end
In all three cases, CUP’s syntax error messages are indeed
not useful—in particular, they only confirm the error location
and token, but give no further information:
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Error in line 1, column 19: Syntax error.

Found NUM(@), expected token classes are [].
We therefore need to trace the failing tests back to our gram-
mar, to identify the faulty rules and then the precise fault
positions within these; in this case, this is relatively straight-
forward because all three tests fail right after the token se-
quence id (, and there is only one rule in Gfm where this
sequence occurs, i.e.,

name— id | id [ simple 1 | id ( ® name namelist )

Here, we use the e-symbol to indicate the suspected error
position, i.e., the error is at name on the right-hand side of
the third rule for name.

Based on this (manual) fault localization, we can now try
to repair the fault and fix the grammar. We first try to patch
the faulty rule, by applying a small, localized transformation
rather than to refactor the entire grammar. Common patches
include deleting, inserting, or substituting symbols, and we
decide to substitute name by num, to ensure that the bad
token num is accepted. Note that there are other patches that
also ensure this (e.g., inserting num or substituting name by
expr) but this is the least intrusive patch.

We then validate this patch, i.e., generate a CUP parser
from the patched grammar and run it over the test suite.
Here, the patch turns out to be a partial repair only: it does
not introduce any new test failures but does not resolve all
previous failures, and we are left with two failing test cases:

program a begin a(@, @) end

program a begin a(@, @, @) end
In both cases, we get the same syntax error messages as
before, with the new error locations showing that we indeed
made some progress on these two test as well:

Error in line 1, column 22: Syntax error.

Found NUM(@), expected token classes are [].
This indicates that the patched grammar still contains an-
other occurrence of name that needs to substituted, i.e.,

namelist — namelist , ® name | €

Patching the first namelist-rule accordingly resolves the two
test failures. Both patches together thus constitute a full
repair that fixes the grammar.

Our first contribution in this paper is the automation of
this manual find-and-fix cycle, which involves the following:

o localization: we use an improved variant [51] of spec-
trum-based fault localization [50] for CFGs to identify
promising repair sites (i.e., specific positions in rules);

e transformation: we apply small-scale grammar trans-
formations or patches at these sites whenever they
satisfy explicitly formulated pre-conditions (see Sec-
tion 4 to Section 6 for details) that are necessary to
potentially improve the grammar;

e control: we alternate between localization and trans-
formation, as they reinforce each other and iterate
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until we find a fix. We use a priority queue to keep
improving the most promising candidate grammars.

Our approach is informed by two basic principles, the compe-
tent programmer hypothesis (“most programmers are compe-
tent enough to create correct or almost correct source code”)
[10] and Occam’s razor (“entities should not be multiplied
without necessity”). In our context, the former means that
we can reasonably hope to construct G’ from G through a se-
quence of patches, while the latter means that the repair uses
the vocabulary and the structure of the original grammar,
and minimizes the number of applied patches.

We have implemented, as a second contribution, this ap-
proach in the gfixr system, which takes as input a CFG G
in CUP-format and a suite of positive and negative tests
for the intended language £, and automatically constructs
a “similar” CFG G’ that accepts all positive tests and re-
jects all negative tests. We have successfully used gfixr to fix
grammars students submitted as homeworks in a compiler
engineering course, and to map one Pascal dialect grammar
against another dialect. Given a variant of the example gram-
mar shown in Fig. 1 that uses the two faulty rules above,
and a test suite TS, satisfying the CDRC coverage [31] for
the target language 7oy, gfixr finds the same full repair in
less than a minute. gfixr can be configured to explore the
repair space differently, preferring the most general repairs
instead of the most specific ones as above; it then produces
the alternative repair.

name — ... | id (expr namelist )
namelist — namelist , expr | €

Moreover, gfixr can also take advantage of negative tests:
with only seven counterexamples added to the test suite, gfixr
can fix three different quirks in the grammar which allows
procedure calls without argument lists, call expressions as
Ivalues, and indexing expressions as statements.

2 Preliminaries
2.1 Context-Free Grammars

Grammar notation. A context-free grammar (CFG) is a
four-tuple G = (N,T,P,S) with NNT =0,V = NUT,
Pc NxV* and S € N. We call S the start symbol and use
A, B,C, ... for non-terminals N, a,b,c, ... for terminals T,
X, Y, Z for grammar symbols V, p, q, r for productions or rules
P, w, x,y, z for words over T*, and a, f3,, . . . for phrases over
V*, with € for the empty string and || for the length of a.
We write A — y forarule (A,y) € Pand P4y = {A — y € P}
for the rules for A.

Derivations. We use adAffl = ayf to denote that aAf
produces ayf by application of the rule A — y € P and
use =" for its reflexive-transitive closure. We write =y if
A — y € R C P. We call a phrase « a sentential form if
S =" a. The yield of « is the set of all words that can be
derived from it, i.e., yield(a) = {w € T* | « =* w}. The
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language L(G) generated by a grammar G is the yield of its
start symbol, ie, L(G) ={w e T* | S$ =" w}.

a is nullable if € € yield(a). We define the first (resp.
last) set of a phrase « as first(a) = {a | &« = af} (resp.
last(a) = {a | @ =" pa}), and the precede (resp. follow)
set of a symbol X precede(X) = {a | S =* aaXp} (resp.
follow(X) = {a | S =" aXap}).

We call u a viable k-prefix of a word w = uo if |u| < k and
S =" uv’ forav’ € T*, and denote this by u <; w. We call a
viable k-prefix u <; w maximal if there is no a € T such that
ua <1 w. Hence, w <),,| wiff w € L(G) and, conversely, if
the maximal viable prefix u has length k < |w| then w has a
syntax error at position k + 1. We denote the the maximal
viable prefix of w by prefix(w).

Items. An itemis arule A — «a e 8 with a designated
position (denoted by e) on its right-hand side. We use P*® to
denote the set of all items, i.e., all rules with all designated
positions. We often use items and rules interchangeably, but
where necessary we use p° to distinguish an item from the
underlying rule p.

We define as the left (resp. right) set of an item the sets of
symbols that can occur immediately to the left (resp. right)
of the designated position [52]. Hence, the left set of an item
A — «a e f contains all tokens that can occur at the end of
a and, if « is nullable, all tokens that in other contexts can
occur left of A.

last(a) U precede(A) if @ nullable

left(A > aef) = {

last(a) otherwise
right(A —> a e f) = first(p) U follow(A)  if f nul}able
first(f) otherwise

2.2 Test Suites for CFGs

A test suite consists of a list of inputs for a system under test
(SUT) and corresponding expected outputs; the SUT passes
a test if it produces the expected output for the given input.
In our case, test inputs are words w € T*, and the expected
outputs are either “accept” (if the test is positive, i.e, w € L)
or “reject” (if the test is negative, i.e., w ¢ L).

More specifically, a test suite for a target language L is a
pair TS ; = (TS*, TS™) of positive tests TSt C £ and negative
tests TS~ with TS™ N £ = (. By abuse of notation, we also
use TS, for the union TS* U TS~ of both sets. We require
TS r to be finite and consistent, i.e., TS* N TS~ = 0. A test
w is called a true positive if w € TSt N L, false positive if
w € TS N L, true negative if w € TS~ \ L, and false negative
ifwe TST\ L.

Since we are using test suites as specification data for the
repair, it is important to ensure that they adequately reflect
the syntactic structure of the target language. More specifi-
cally, for most examples and experiments, we therefore use
test suites that are automatically generated from the EBNF
version of the respective target grammar to satisfy CDRC
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[31] coverage. For the running example, the CDRC test suite
TS5y contains 69 positive tests. For patch validation, we also
created a test suite that contains all valid bigrams.

2.3 Spectrum-Based Fault Localization in CFGs

Software fault localization [1, 23, 43, 53, 65] techniques at-
tempt to identify likely bug locations in software. Spectrum-
based fault localization techniques record execution informa-
tion called a program spectrum for a program when running
over a given test suite. From the spectrum, they then com-
pute suspiciousness scores for each program element (e.g.,
method or statement), which can be interpreted as the likeli-
hood that that element contains a fault. Different formulas
(e.g., Tarantula [23], Ochiai [46], or Jaccard [7]) have been
proposed for the score computation but they all combine
in different ways the numbers of passed resp. failed tests in
which each program element is executed resp. not executed.

Spectrum-based fault localization has also been used to
identify the rules that cause a parser to accept words outside
(resp. not accept words within) the expected language [50].
We extended this approach to localize faults at the level of
individual symbols in rules [51], which reduces the number
of possible fault locations compared to a rule-level localiza-
tion, where we would need to iterate over all positions in
the identified rules. The computation of the item spectra re-
lies on an instrumented parser to record information as the
grammar rules are exercised for a given test case, but the
remaining steps of the approach remain unchanged.

We have experimented with different variants of item
spectra, but for the repair we can consider localization as
a black box, and model a spectrum as the union of two dif-
ferent relations ~,, ~x C P* X TS s between items and tests
that encode test execution and test outcome. We then define
pass(p®) = {w € TSy | p* ~, w} and fail(p®) = {w €
TSy | p* ~x w} as the sets of passing and failing tests ex-
ecuting p up to the designated position, respectively. We
can then define the usual counts Nyass = | U, pass(p®)l,
ep(p®) = Ipass(p®)|, and np(p®) = Npass — ep(p°), and cor-
respondingly, Npil = | U, fail(p®)|, ef (p°) = |fail(p°®)|, and
nf (p*) = Nil — ef (p*).

We model the suspiciousness scores with an abstract scor-
ing function score : P* — R* U {0}, which must satisfy
score(p®) > 0 = fail(p®) # 0. The usual formulas can be
used based on the definitions of the counts given above.

We finally implemented a specialized tie breaking mech-
anism in favour of “longer” items from the same rule, i.e.,
whenever score(A — a ® Xw) = score(A — aX e w), we
set the score of the “shorter” item to zero and so remove it
from the pool of possible fault locations. This is based on the
left-to-right reading order of the parser: since all executions
that got to X also got over X, the error cannot be before X.
Appendix B shows details for the localization of faults in G/
over TSgy.
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3 Repair Framework

In this section, we formalize the individual elements of our
repair approach. The overall structure of the repair algo-
rithm that follows the find-and-fix cycle mentioned in the
introduction is shown in Algorithm 1; more implementation
details are given in Section 7.

The Repair Problem. We assume that we have a test suite
TSy = (TS*, TS™) for an unknown target language L that is
comprised of positive tests TS* C £ and negative tests TS~
with TS™ N L = 0, and an initial CFG G that fails at least one
testin TS, (e, TS* € L(G) or TS™ N L(G) # 0). The repair
problem is then to construct from TSz and G a “similar” CFG
G’ that accepts all positive tests (i.e., TST C L(G’)) and rejects
all negative tests (i.e., TS™ N L(G’) = 0) and so approximates
L better than G. We require in the following that the test
suite TS is viable for G, i.e.,

(i) it detects at least one fault in G, i.e., (TS™ N L(G)) U
(TS*T\L(G)) # 0;
(ii) it is constructive, i.e., TS~ C L(G).

The first condition ensures that the test suite is strong enough
so we can localize and fix, while the second ensures that
negative tests contain enough structure that can be exploited
for repair attempts. In the remainder of the paper, we assume
a fixed test suite TS » = (TS*, TS™) that is viable for the initial
CFGG.

However, the problem is underspecified and a repair can
“overgeneralize”, i.e., TS* € L(G’) ¢ L.Inan active learning
setting like Angluin’s query model [3], the learner can ask
the teacher whether a given w in L(G’) is also in L, but
in our passive learning setting there is no teacher and £ is
specified only through TS .. We can therefore evaluate the
quality of our repairs only through manual inspection or
based on performance over an additional validation suite.

Patches, Repairs, and Fixes. A grammar patch p is simply
a transformation from one CFG G = (N, T, P, S) into another
CFG G’ = (N',T",P’,§’); we denote this by G ~, G’. In
principle a patch can also introduce new terminal and non-
terminal symbols, but we restrict ourselves to rule patches,
ie,weassume N =N’ T =T’,and S = S’. The introduction
and deletion of non-terminals can be supported by some
simple equivalence transformations, but the introduction
of new terminals is technically more complex, due to the
required integration of lexer and parser.We thus leave this
for future work.
A patch G ~», G’ is viable with respect to a viable test

suite TS if G’ performs no worse over TS s than G, i.e.,

(i) L(G) N TS* C L(G") N TS*;

(i) LG)NTS 2 L(G")NTS;
(iii) Yw € TSy - prefix;(w) < prefix (w)
A viable patch is an improvement if one of the set inclusions
or prefix relations is strict, and a partial repair if one of the
set inclusions is strict, i.e., G’ fails fewer tests than G. Itis a
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full repair or a fix for G if G’ passes all tests, i.e., TS" C L(G’)
and TS" NL(G’) = 0.
Induced Patches. In the following sections, we define a
series of transformations that compute a patch item ¢° from
a suspicious item p°. However, we cannot simply patch the
grammar by replacing p with g in P: if p was used in at least
one passing positive test case (i.e., p* ~, w foraw € TS")
then an in-place update can make G’ fail a test case that G
was passing, and so render the patch unviable. We therefore
need to control update by spectral counts.

Hence, given G = (N, T, P,S) the patch G ~>(,4) G’ is
induced by the pair (p°®,q*) if G’ = (N, T, P’,S), and

pr = Pt \{p}
P U {q}
By abuse of notation, we also write p ~» q (resp. G ~»4 G’)

to mean G ~»(,,q) G’ if G and G’ (resp. p) are clear from the
context or are immaterial.

ifep*(p*) =0
if ep*(p®) > 0

Good Tokens, Bad Tokens. The second essential ingredient
to make our approach scalable is that we limit the repairs that
are attempted at each repair site through explicit conditions
that capture when a patch is likely to yield a repair. These
conditions are formulated over the grammar structure (using
predicates such as first and follow), pass and fail counts, and
lexical context around the failure locations, aggregated over
the individual false negatives.

Recall that w = uabv ¢ L(G) and ua <y w maximal mean
that the (first) syntax error occurs between a and b. We call
a, which is the last token successfully consumed just before
the parser reports the syntax error, the good token for w and
b the bad token. A pair (a, b),, of good and bad tokens for
w can be seen as a poisoned pair in G [52] and our repair
attempts to break this property. We define the sets of good
tokens T, and bad tokens T, for an item p as the sets of good
and bad tokens from the failing tests in which p is executed,
ie, (T7,T,) = U{(a.b)w | p ~x w,w € TS"} (where the
union is taken componentwise).

Patch Validation against Sample Bigrams. We can pre-
vent some overgeneralization by providing negative tests
(see Section 6), which can be seen as pre-emptive answers
to some membership queries, but this static set cannot be
updated automatically during the repair process without
changing to an active learning setting. We can, however, ex-
tract more information from the positive tests and use this to
check whether a patch can be valid or not. More specifically,
given a test suite TS,y = (TS*, TS™), we collect all sample
bigrams T,(TSz) = {(a,b) | w = xaby € TS*} that occur in
the positive tests, and check that the terminals that can after
the repair occur directly to the left and right of the repair
site also occur as sample bigrams; if not, we reject the patch.
Repair Algorithm. Algorithm 1 shows the main repair
loop that implements the find-and-fix cycle described in the
introduction. It dequeues the top-ranked faulty grammar
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Algorithm 1: The main repair loop
input :A faulty grammar G = (N, T,P,S)
input :A test suite TS
output:A fully repaired variant G’ or L
10«0
2 (P, F, Pre) « run_tests(G, TS)
3 Q.enqueue(G, (P, F, Pre, 0))

4 Seen — {G}

5 repeat

6 (G’,{Pg, Fg', Pregr, _)) < Q.dequeue()

7 Ranks < localize(G’, TS)

8 Cands « transform(G’, Ranks)

9 for C € Cands \ Seen do

10 Seen.add(G’)

1 (Pc, Fc, Prec) «— run_tests(C, TS)

12 if F- = ( then

13 L return C

14 if improves({Pg, Fo, Prec'), {Pc, Fc, Prec))
then

15 | Q.enqueue(C, (Pc, Fe, Prec, Ranks[C]))

16 until Q.empty()
17 return L

variant G’ from a central priority queue Q, runs localize
to determine possible repair sites (i.e., suspicious items), and
then calls transform to try and apply the patches described
in more detail in the following sections. For each unseen can-
didate C, it uses execute_tests to generate an executable
parser and run it over the test suite TS. If the candidate C
improves on its parent G’, it is enqueued.

The priority queue Q contains pending grammar candi-
dates derived from improving patches. It is keyed by a four-
tuple (P, F, Pre, R), where P and F are the number of passing
and failing tests, respectively, Pre is the length of the suc-
cessfully parsed prefixes, and R is the localization rank of
the patched item from which the candidate was derived. We
use lexical order to determine the priority. The algorithm
also maintains a set of Seen candidate grammars to prevent
non-termination.

The localize module determines potential repair sites
in the faulty grammar variant, and provides further spectral
information such as basic counts (ef, ep, nf, np) and the ag-
gregated sets of good T and bad tokens T, for each item p
to the transform module.

4 Symbol Editing Patches

Our first group of patches is modelled on the basic string
editing operations (i.e., deletion, insertion, and substitution),
applied to the symbols on the right-hand sides of the rules.
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4.1 Symbol Deletions

We first consider symbol deletion patches. These are useful to
fix bugs where the grammar fails to properly handle optional
elements. Consider for example a test suite TS’%y 2 TSy
that also includes the three (positive) tests:
program a define a() begin relax end begin relax end
program a
define a() -> int begin relax end

begin relax end
program a begin a() end

These tests fail under G,;, because neither paramlist nor
arglist are nullable, and their addition to TS, can be seen
as a “repair request” to change G to allow empty formal
parameter and argument lists.

The localization identifies amongst others the following
three items as suspicious:

fdecl — defineid ( e paramlist) body
fdecl — defineid ( e paramlist) ->type id body
name — ... | id ( e arglist)

In all cases, the sets of good and bad tokens are T* = { (}
and T~ = {) }, respectively. We use the former to check that
the designated position in the item is actually correlated to
the lexical error contexts and, specifically, that the item’s
left set contains only good tokens. This is trivially the case
here, since the left sets of all three items are { ( } as well.
We use the latter similar to the way a parser’s panic mode
error recovery uses synchronization tokens: starting at the
designated position, we delete symbols from the rule until
this synchronizes the rule with the bad tokens, i.e., until the
right set of the item after the deletion contains all bad tokens.
This is again trivially the case here, since in all three cases
the corresponding right sets after the deletion of the first
symbol are {) } as well.

However, we need to be careful that we are not adding
rules with exposed nullable symbols, which can use the e-
derivation to accept the new tests but which allow unin-
tended derivations and thus overgeneralize. Consider the
repaired variant Gl%y from Section 1 again:

name — ...|1id ( e expr namelist )

namelist — namelist , expr | €

Deleting the expr-symbol at the localized position in the
name-rule allows us to synchronize on ) because namelist
is nullable but this also allows for example a derivation
name =¢ id (namelist) =g, id (, id). This overgen-
eralization could be prevented by explicit counter-examples,
but we instead rely on a careful formalization of the synchro-
nization patch and corresponding patch validation.

Definition 1 (synchronization). Letp = A — a ® fw be an
item in P* with left(p) C T

(a) If o = Xy with X non-nullable and T, C first(X),
letd(p,f) = A — a e w be the result of deleting f at the
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designated position. Then p ~» d(p, ) is a synchronization
patch.

(b) If @ is nullable and T, ¢ follow(A), let d(p, o) =
A — ae be the result of deleting fw at the designated position.
Then p ~» d(p, Pw) is a panic mode synchronization patch.

We validate synchronization patches by checking that the
test suite contains all bigrams that are newly possible by the
deletion of f. More specifically, we compare the left- and
right-sets in G’ against the bigrams around the repair site.

Definition 2 (synchronization validation). Letp = A — a e
P be an item in P®. The synchronization patch G ~»y(p 5) G’
is validated over TS ¢ if lefte: (d(p, f)) X rights, (d(p, f)) C
(TS ).

In the running example, the deletions of paramlist and
arglist both only expose the single “repair bigram” ( (, ) ),
which occurs in TZ(TSny).

Example Repairs. gfixr patches the baseline grammar G
against TSﬁﬁ)y as expected, by adding the three rules

Joy

fdecl — defineid () body
fdecl — defineid () ->type id body

name — ... | id ()

The rules are created from the corresponding baseline rules
by deletion of a single symbol at the identified fault locations
shown above, and are added to the grammar, rather than re-
placing the baseline rules, because the latter are used in other
passing tests. gfixr finds this fix with three patches in roughly
two minutes, generating 26 candidate grammars.! Note that
the initially top-ranked item param — etypearrayid in-
duces a rule param — e through a panic mode synchroniza-
tion, but this fails the patch validation and gets ruled out
because FZ(TS’%y) does not contain the bigram ( (, , ).

In the variant G%)y from Section 1, the synchronization
deletes both the expr and the subsequent nullable namelist
symbols in the name-rule (and similarly for the fdecl-rule).
gfixr finds the corresponding fix with three patches in less
than 90 seconds, generating 18 candidate grammars.

As an example for the deletion of longer sequence of sym-
bols consider a faulty version of G,,, where the first fdecl-rule
is missing (e.g., due to a missing ?-operator around the se-
quence —> type id at the EBNF level). Here, gfixr introduces
a copy of fdecl-rule without the segment -> type id. It finds
this single patch fix in roughly 30 seconds, generating only
five candidate grammars.

4.2 Symbol Insertions

Symbol insertion patches are useful to fix bugs where gram-
mar developers have missed one or more symbols in a rule,
or even an entire rule (e.g., the second fdecl-rule). However,

1All runtimes given in Section 4 to Section 6 were measured as wall-clock
time on an otherwise idle standard 3.20 GHz desktop with 6 cores and 16
GB RAM.
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we only insert a single symbol and rely on repeated repairs
to grow larger patches symbol by symbol, in order to limit
the number of different repairs that we need to consider
at each suspicious location. In contrast to symbol deletion
patches, where we effectively check that the bad tokens are
a subset of the right-set (i.e., T, C right(A — «a e w)) and
the patch thus covers all failing tests associated with the
item, we check here only for a non-empty intersection (i.e.,
T, Nright(A — a e w) # 0), in order to allow patch to
(partially) repair a subset of failing tests at a time.

Definition 3 (symbol insertion). Letp = A — a ® w be an
item in P* withleft(p) C T}, andi(p,X) = A — o e Xw be
the result of inserting X € V at the designated position of p.
Ipr‘hﬂ right(i(p, X)) # 0, then p ~ i(p, X) is an insertion
patch.

We validate insertion patches by checking the same con-
dition as for synchronization patches, with the designated
position before the inserted symbol; we do not check the
symmetric condition for the designated position after the
inserted symbol, because the insertion could be part of a
larger patch that is found through repeated insertions.

Definition 4 (insertion validation). Letp = A — a e w be
an item in P* and X € V. The insertion patch G ~,x) G’
is validated over TS iflefte (i(p, X)) X right, (i(p, X)) C
L(TSg).

Example Repair. If we remove the rule
fdecl — defineid () ->type id body

from G,,By, gfixr re-introduces it with three patches, each
inserting an individual symbol to form the segment ->typeid.
It takes 53 seconds, generating 13 candidate grammars.

4.3 Symbol Substitutions

Substitution patches fix bugs where grammar developers
have used a wrong symbol, as shown in the example from
the introduction. Such bugs are particularly difficult to detect
when the grammar is either too permissive (e.g., name —
id [ expr 1) or too restrictive, in a way that is only uncovered
by structurally complex tests (e.g., paramlist — param |
param , param.

Definition 5 (symbol substitution). Letp = A — a e Xw be
an item in P* with left(p) C T;, YeV,ands(p,Y)=A—
a e Yw be the result of replacing X at the designated position
by Y. IfT, Nright(A > a e Yw) # 0, thenp ~ s(p,Y) isa
substitution patch.

In contrast to insertion patches, substitution patch val-
idation checks both sides of the repair site, to ensure the
substituted symbol fits tightly.

Definition 6 (substitution validation). Letp =A — a e Xw
be an item in P* and Y € V. The substitution patch G ~5(py)
G’ is validated over TS if
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(i) lefte (s(p, Y)) x right (s(p,Y)) C I2(TSy), and
(ii) leftg' (A — aY e w) Xright, (A — aY ew) C IH(TSy).

Substitution patch validation has two specific effects. First,
it leads to a preference for deletions over substitutions with
nullable symbols, which in turn leads to better grammars.
Second, it leads to a preference of insertions over substitu-
tions; in particular, a “compound” patch A — a ¢ Xw ~»
A — aYZ e w is realized via A — aY e Xw and not via
A — aY e w, which reduces the search space.

Example Repair. Substitutions, deletions, and insertions
can interact to create larger repairs. Consider for example
a student implementation of G, where the rule factor —
(expr) is missing, so that it rejects bracketed expressions.
The top-ranked item name — eid [ simple] fails the pre-
condition on the good tokens for each potential patch, and
gfixr tries to patch the factor-rules which are ranked next.
There are seven possible insertions and substitutions, which
all pass the validations, but the substitution patch factor —
e not factor ~» factor — e ( factor improves most, as it ac-
cepts longer prefixes. The resulting grammar is therefore
picked in the next iteration, where an insertion patch inserts
the missing )-token, completing the fix. gfixr generated 61
candidates in roughly 3 minutes and 30 seconds.

4.4 Symbol Transpositions

The final symbol edit patch we consider is symbol transposi-
tion, which swaps the two symbols following the designated
position. While this is not a common bug pattern, it does
occur in connection with list rules. For example, one student
submission for G, had the following bug in the idlist-rule
idlist ~ — id idlisttail
idlisttail — e id , idlisttail | €
that leads to a pair of adjacent id-tokens in the beginning
and a trailing comma at the end of an idlist. gfixr generates
a patch that swaps id and , in idlisttail, which in turn fixes
the rule. It found this in a single iteration, in about 1 minute
20 seconds, generating 23 candidates.

Definition 7 (symbol transposition). Letp =A — a e XYw
be an item in P* withleft(p) C T}, andt(p) =A - aeYXw
be the result of swapping the symbols X and Y at the designated
position. If T,” N right(p ~> t(p)) # 0, then p ~ t(p) isa

transposition patch.

Transposition patch validation follows the same lines as
substitution patch validation, and checks the corresponding
conditions on the three items A —> c e XYw, A — aX e Yo,
and A — aXY e w.

5 Listification Patches

Right recursion introduction or “listification” patches are
useful to handle bugs where the grammar fails to properly

handle repetitions. Consider for example a variant of G,

132

SLE °21, October 17-18, 2021, Chicago, IL, USA

submitted by a student where the the body-, vdecllist-, and
vdecl-rules in G, are replaced by the following rules:

body — begin vdecls stmts end
vdecls — type id idlist ; e | €

This allows only at most one variable declaration (despite

the intent of the name vdecls) and thus fails the test
program a begin bool a; e bool a relax end

with the e-symbol also indicating the error location observed
in the input.

Definition 8 (listification). LetG = (N, T, P,S),G’ = (N, T,
P’,S) be CFGs, and p = A — ae € P* a reduction item with
first(A) C T".

(a) If A is nullable and A — e € P, let P’ = P\ {p} U{A —
aA}.

(b) If A is nullableand A — € ¢ P, let P’ =P\ {p} U{A —
aA,A — e},

(c) If A is not nullable, let P’ = P U {A — aA}.

Then G ~»>g(p) G’ is a right recursion introduction or
listification patch.

Listification checks if A is nullable to decide whether to
allow empty lists or not; this is a heuristic, but further patches
can refine the repair, if required. It also checks for an existing
e-rule before adding it, to prevent introducing conflicts.

Note that listification can be seen as special case of symbol
insertion that always uses an in-place grammar update. This
can lead to an overgeneralization, because all occurrences of
A are listified at the same time. We can prevent this by check-
ing that the bigrams introduced by the recursion actually
occur in the test suite.

Definition 9 (listification validation). Letp = A — ae bean
item in P°. The listification patch G ~g ) G’ is validated over
TS r ifleftg (A — a o A) X right(c:A — a ¢ A) C I,(TSy).

In the example, gfixr finds the single patch fix vdecls —
type id idlist ; vdecls in roughly 30 seconds, generating only
five candidate grammars.

6 Patches from Counterexamples

Recall that the grammar in Fig. 1 does not distinguish prop-
erly between simple identifiers, array indexing expressions,
and function calls, and instead subsumes all three under the
non-terminal name:

assign — name | name : : = expr | name : : = array simple

input — read name

factor — name | ...

name — id | id [ simple] | id ( expr exprlist)
This means that the compiler’s semantic analysis must filter
out idiosyncratic constructions, such as

e simple identifiers as statements (i.e., function calls

without argument lists), e.g.,
program a begin a end

e array indexing expressions as statements, e.g.,
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program a begin a[@] end
e function calls as [val in assignments, array initializa-
tions, and input statements, e.g.,
program a begin a(@) ::= @ end
program a begin a(@) ::= array @ end
program a begin read a(@) end
e array indexing expressions as Ival in array initializa-

tions (which would require nested arrays), e.g.,
program a begin a[@] ::= array @ end

The common cause of such issues is that the grammar
is too permissive, i.e., £ C L(G). A repair requires a lan-
guage restriction or tightening, which can be specified by
negative tests. We focus here on false positives or counter-
examples because arbitrary negative tests do not provide
enough structure to guide the repair. In the following, we
look at two specific tightening patches, rule deletion and
non-terminal splitting or “downcasting”.

6.1 Rule Deletion

Clearly, deleting a rule tightens the language; the only non-
trivial aspect is to ensure that this actually is a viable patch,
i.e., that the deletion does not inadvertently block valid
derivations in G of positive tests.

We can ensure this if the rule is only ever used in reduc-
tions in false positives (i.e., can be seen as an error produc-
tion), and if the patch is applied as an approximation from
above (i.e., all positive tests are already passing without it):

Definition 10 (rule deletion). Let G = (N,T,P,S) with
TS* € L(G),p = A — ae € P* a reduction item, and
ef(p) > 0.IfG = (N,T,P’,S) isa CFG with P’ = P\ {p} then
G ~>g(p) G’ is arule deletion patch.

The gfixr implementation actually uses a relaxed condition
that simply requires that the rule has not been used in parsing
any true positive (i.e., ep(p) = 0 and fail(p) € TS™), although
this could in principle delete it when it would still be used
for a true positive after another patch.

6.2 Non-terminal Splitting

In practice, the conditions of the rule deletion are rarely met,
because the rule is used both in failing and passing tests,
and the error only manifests in certain rule combinations.
Consider for example the rule input — read name, which
only fails in combination with name — id (arglist) .

We therefore need an enabling patch that moves rules into
the right contexts (similar in spirit to CDRC testing [31]) and
so separates out passing and failing rule applications.

Definition 11 (non-terminal splitting). Let G = (N, T, P, S),
p = A — aBwe € P°® a reduction item with Pg = {B —
Biti=1, ep(p) > 0, ef(p) > 0, and fail(p) C TS™. IfG =
(N,T,P’,S) isa CFG withP’ = P\ {p} U {A — af;w} then
G ~g(p,B) G’ is the non-terminal splitting patch for B.
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Note that splitting a non-terminal only in one of the
rules A — y; can introduce parsing conflicts. In the gfixr-
implementation, we split across all rules A — @;Bw; where
the split non-terminal occurs.

Example Repair. We repaired the idiosyncrasies in G,
with a step, [60] test suite with 159 positive tests and seven
negative tests, including the test

program a begin a ::= @; a end

in addition to the six tests shown above. gfixr finds the fol-
lowing fix in 7 minutes and 36 seconds in 9 generations, after
testing 125 candidates:

stmt — id (Carglist)
| id::=expr | idL[expr] ::=expr | id::= array simple
| cond| ...

input — readid | readid[ expr]

The key patches are several splits of name in different con-
texts, followed by the deletion of the split rule variants that
are only used in parsing negative tests. Note that splits at
irrelevant contexts (e.g., in factor) are ruled out because they
do not improve the grammar.

This result is arguably not too far away from a manual
repair (that may introduce a proper Ivalues non-terminal
to factor out the commonalities in assign and read) but the
quality of gfixr’s repairs obviously depends only on the com-
pleteness of the test suite and not on the intent. In this case,
the first six tests only indicate errors in the first stmt of a
stmtlist, and the seventh test case was crucial to confine the
splits to assign and input, and to prevent them from recur-
sively “bubbling up” through stmt to stmtlist.

7 The gfixr System

We have prototyped our repair approach as described in the
previous sections in the gfixr tool.

System Architecture. gfixr implements the repair loop
shown in Algorithm 1. It uses Python and Maven to orches-
trate the repair (e.g., parameter handling or parser genera-
tion) and Java to implement the grammar analyses (such as
computing the left- and right-functions) and transformations
for the patches. The overall system size is about 4.3kLoC.

gfixr can currently only repair CUP grammars, but the
system can be adapted to work with other parser genera-
tors. This requires modifications in the localize (where a
modified parser is required to extract spectral information),
transform (where the grammar meta-model needs to be
adapted), and run_tests (where the build system needs to
be adapted) modules.

The localize module currently uses the Ochiai-metric
that worked well in our experiments, but this can be re-
configured easily.

Patch Selection. Currently, gfixr uses a simplistic strategy
to select the subset and order of the suspicious items iden-
tified by localize where repairs are attempted: it simply
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selects all items with a non-zero score and processes them in
descending score order. It tries all transformations described
in the Section 4 to Section 5 at each repair site to produce
candidate patches. Patch selection is therefore integrated
into the transform module.

gfixr evaluates the performance of each candidate patch
over the same input test suite TS . Better performing patches
are pushed towards the front of the priority queue and stand
better chances of further transformations until a fix is found.

Patch Validation. In addition to the specific patch vali-
dation via bigrams, each candidate patch goes through a
generic patch validation to determine whether they improve
over their parent, following the definition of improvements
in Section 3: (i) the candidate reduces the number of failing
test cases, or (ii) when the number of failing test cases re-
mains unchanged, the candidate must consume at least one
longer (and no shorter) prefix than the parent. gfixr discards
candidates which do not improve over their parent.

The bigram-based validation requires sample bigrams that
can be extracted from the test suite or a different set of sample
tests, using a separate small script.

Configuration. gfixr takes as input the initial grammar
and the test suite used for the repair. The mandatory option
—-bigrams_f1ile specifies the separately created file contain-
ing the bigrams used for patch validation.

The repair algorithm can be configured through a number
of command line arguments. —tight restricts the symbol sub-
stitutions and insertions patches and allows only the most
specific possible symbol in a maximal chain A =" B to be
inserted and substituted. -weak_left and —strong_right
change the relation between good resp. bad tokens and left-
resp. right-sets required to enable a transformation to non-
empty intersection resp. containment (see for example Defi-
nition 3). Both settings enable more transformations but may
lead to overgeneralization.

Further options control CUP’s parsing algorithm. —rr sets
the number of reduce/reduce conflicts that are allowed in
the candidate; default is 0. gfixr discards grammars with
more conflicts. —compact_red enables CUP’s action table
compaction, which often allows it to execute reductions
pending on the stack when a syntax error is encountered.
Both options can have an impact on the localization and
should be used only if gfixr cannot repair the grammar.

8 Experiments
8.1 Repairing Student Grammars

In a first set of experiments, we used CUP grammars writ-
ten by students to evaluate gfixr’s efficacy. These grammars
describe different medium-size Pascal-style languages used
in a graduate compiler engineering course. Many of the ap-
proximately 40 submissions have lexical issues and could
not handle the interactions between parser and lexer prop-
erly. Since the current version of gfixr does not support new
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token creation we discarded submissions with known lexical
issues. We then randomly picked from all submissions that
fail on at least one test the 10 submissions shown in Table 1.

For each target language we generated two test suites
from instructor’s golden grammars, following the approach
outlined in Section 2.2, and use the CDRC test suite as re-
pair specification, and the more diverse one to compute the
bigrams for patch validation.

Results. Table 1 shows overall promising results, and we
can observe a few trends already. First, and foremost, gfixr
can indeed fix grammar bugs: it produces high-quality equiv-
alent fixes that capture the original (human) intent of the
grammar for seven of the ten cases, technically correct but
low-quality fixes that pass all tests for two cases, and fails to
find a repair in one case only. This indicates that the localiza-
tion directs the repair to the right locations, despite the fact
that the localization technique it uses is based on single fault
assumption and some studies have shown that multiple fault
interactions may drop their effectiveness [2, 66], and that the
combined patches are sufficiently expressive; in the failing
case, however, the localization ranked the faulty location too
low, and the repair kept trying to fix correct rules.

Second, repair times are often below a minute, in particular
if the grammar contains only a single or two related bugs, as
in the running example. Grammars with multiple bugs that
require several patches obviously take longer, but gfixr can
still find fixes comprising ten patches in about 20 minutes
wall-clock time. The overall runtime is approximately linear
with the number of candidate grammars.

Third, the number of iterations of the repair loop is typ-
ically the same as the number of applied patches, and the
number of candidate grammars remains small. This again
indicates that the fault localization can identify the faults
sufficiently well, and that the priority queue keeps the most
promising candidates on top.

Finally, most patch types are used widely, but symbol
transposition is applied only once.

8.2 Repairing Pascal Types

In the second experiment we mapped one Pascal dialect to
another. We used the same Pascal grammars as in previous
work [40, 50]. These grammars are derived from different
sources and have been shown to contain multiple devia-
tions [50]. The YACC grammar, which we converted into
CUP format, was extracted from ftp://ftp.iecc.com/pub/file/
pascal-grammar, and the ANTLR(v4) [47] grammar is avail-
able at https://github.com/antlr/grammars-v4/blob/master/
pascal/pascal.g4.

In this experiment we used the ANTLR grammar to gen-
erate a CDRC test suite with a total of 221 tests. The parser
generated from the CUP grammar fails on 47 of these tests,
with more than half (25) of the failing tests related to the
deviation in the type structure. A manual analysis of these
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Table 1. Results of student grammar repairs. L is the target language, with 70y the running example, and A to & similarly
complex languages from assignments. bugs is the number of known faults in the student grammars. | TS| is the number of
positive tests in the suite, with fails the number of failing tests. iter. is the number of iterations of the repair loop and cand. the
number of candidate grammars generated. time is measured as wall-clock time on an otherwise idle standard 3.20 GHz desktop
with 6 cores and 16 GB RAM and given as hours:minutes:seconds. applied patches gives the number of different patches in the
fix. The last column gives the perceived quality of the fix (inspired by [63]), with x denoting a fix that corresponds to the
(human) intent of the repair, v denoting a technically correct fix that passes all tests but is of low quality, and X denoting a
failure of gfixr to find a fix. The patches are listed in the appendix.

grammar tests gfixr applied patches

#| L IN| | IT| | |P| | bugs | |TSg]| | fails | iter. | cand. time || D | i|s|t]| 8
1| Yoy 36 | 32| 68 2 69 3 2 32 | 00:01:57 2 *
2 A 46 | 42 | 102 1 179 3 1 23 | 00:01:20 1 *
3|1 A 49 | 43 | 107 1 179 2 1 94 | 00:05:14 1 *
4|8 45 | 42| 88 2 78 2 2 16 | 00:00:52 2] x
51C 35| 27| 60 1 86 1 2 6 | 00:00:30 2 v
6D 451 30| 78 1 79 3 1 6 | 00:00:23 || 1 *
716 46 | 24 | 79 4 80 7 22 250 | 00:20:00 || 3 | 5 *
8| & 47 | 32| 84 4 80 17 10 316 | 00:21:36 || 4 4 v
9| F 39| 46| 96 2 212 26 5 177 | 00:11:15 || 2 | 2 11 %
10 | 7 49 | 72 | 145 >5 212 58 | 260 | 36924 0 X

tests and the grammars revealed that, the ANTLR grammar
has explicit function and procedure types

typeDefinitionPart: TYPE (typeDefinition SEMI)+;
typeDefinition:
id EQUAL (type | functionType | procedureType);

while the CUP grammar allows them in formal parameter
lists:

type_def ::= ID EQ type;

type simple_type | PACKED struct
struct | CAP ID;

LPAR idlist RPAR | ... ;

. | FILE OF type;

simple_type :
struct

We manually reduced the test suite and removed failing
tests which did not expose this type deviation, in order to
focus the repair on the types. This leaves us with a repair
specification in form of 199 positive test cases.

This experiment was performed inside a Docker container
on a 2.70 GHz server with 72 cores and 376GB RAM.

Results. The localizer identified the item type_def — id
EQ e type as most suspicious, from ef and ep counts of 25
and 2, respectively. Starting from this, gfixr learned in 11
iterations a patch that captures the previously failed tests.
The fragment of the candidate patch is shown below.

type_def ::= ID EQ PROCEDURE LPAR formal_p_sects RPAR
| ID EQ PROCEDURE | ID EQ FUNCTION type
| ID EQ FUNCTION COLON type | ID EQ type;
type := simple_type | PACKED struct

| struct | CAP ID;
simple_type ::= LPAR idlist colons RPAR colons
| LPAR idlist RPAR | ... ;

struct . | FILE OF type | FILE;
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It took gfixr about 21 minutes to find the fix, generating a
total of 317 grammar variants.

8.3 Learning a Language Extension

In a final experiment we used gfixr in a structurally more
complex scenario. We removed from G, the alternatives
for the cond-symbol that involve else- and elsif-tokens,
leaving conditionals only with the basic if-then-end struc-
ture, and tried to find a repair for this variant that “re-learns”
the dropped structure. However, the highly recursive nature
of the elsif-rule posed a challenge for the transformations
that gfixr currently implements, because they cannot cre-
ate a new rule from the middle of another rule to handle
recursion. We therefore manually added an unreachable seed
rule elsifs — elsif. The resulting modified variant G,;By has
thus the following rules:

cond — if expr then stmts end
elsifs — elsif

For the repair we used the same test suite with 442 tests we
use to construct bigrams for the on-the-fly patch validation.
This satisfies adjacent pair coverage (i.e., it contains a word
w with § =" aXYw =" wforall X, Y with Y € follow(X))
and thus provides more syntactic variance than TSg,. We
conducted this experiment on the same machine used to
obtain results shown in Table 1.

Results. The initial grammar failed 56 test cases. The faulty
item cond — if expr thenstmis e end is ranked within
the top 1% of all items, with its bad token set composed of
{elsif, else}. The elsifs seed rule is not executed and has a
suspiciousness score of zero in the first iteration.
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gfixr finds a fix in about 56 minutes that passes all tests
after 59 generations. In the process, it generated a total of 937
candidate grammars. Below is the fragment of the generated
grammar that is consistent with the test suite.

cond — if exprthen stmts elsif simple then relax elsifs end
if expr then stmts elsif simple then relax end

if expr then stmts else stmts end

if expr then stmts end

elsifs— else relax

| elsif num then stmts

Note that gfixr has re-learned the core structure of the deleted
rules, but not entirely re-created them. There are two short-
comings. First, some symbols are not general enough (e.g.,
simple instead of expr and relax instead of stmts in the first
two cond-rules). Second, gfixr is missing the list structure of
elsif-clauses. Both can be seen as a shortcoming of the test
suite, since the observed good resp. bad tokens remain too
restricted to allow further generalizations. A larger test suite
or weaker conditions could allow gfixr to find the expected
generalizations, although can lead to overgeneralizations
elsewhere. However, since the grammar is fixed using the
original names, a manual clean-up is feasible.

9 Related Work

Grammar Transformations. Lammel and Zaytsev [30, 67,
68] have defined general grammar transformations and used
them for grammar construction, refactoring, and adaptation
[33, 69], including the extraction and comparison of several
complete grammars from different language specifications
[32, 34]. Jain et. al [22] propose a semi-automatic approach
for building new rules starting from an approximate gram-
mar and a knowledge base of common grammar constructs.
However, this work relies on a human expert to select from
a large number of expressive grammar transformations. Our
approach, in contrast, is fully automatic.

Genetic Grammar Learning. Genetic algorithms (GA)
have also been used to learn CFGs from test suites. The
applied genetic operations include point mutations such
as replacement, insertion, or deletion of symbols [48] and
modification of EBNF operators [8] in a single rule, global
mutations such as merging and splitting of non-terminal
symbols [49], mutated rule duplication [48], or different rule
generalizations [49], and different crossovers where rules
from one grammar are spliced into the other. Our transfor-
mations are similar to those mutations, but we give explicit,
static conditions for their viability, and immediately validate
them against the sample bigrams, which reduces the number
of possible applications; note that sample bigram validation
is only useful in repair, where the parent grammar is already
a good approximation of the target language. We do not use
crossovers, because we repair a single initial grammar and
all candidate grammars have been derived from this, so that
crossovers do not add diversity.
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The fitness of a grammar is evaluated, as in our approach,
by running the corresponding over the test suite; in practice,
results can improve if positive examples get priority, but neg-
ative examples are required to prevent over-generalization
[8]. Scoring functions are typically based on some version
of balanced accuracy, sometimes taking the length of the
longest recognized fragment into account [35]. Our priority
function follows similar ideas.

Di Penta et al. [48] used GAs to learn the well-separated
extension of a programming language, starting from the full
grammar of the base language. Section 8.3 shows that this
can be achieved with our approach as well.

Inductive Grammar Learning. Our work can be seen as
grammatical inference, which has a long history (e.g., [58])
and has been widely addressed, both in theory and in practice
(see [9, 36, 57, 59] for overviews).

Our approach has the full test suite available, but no
teacher. It therefore sits between Gold’s model of identi-
fication in the limit [13], where observations are presented
in sequence (and approaches are often order-sensitive, e.g.,
[28]) and Angluin’s query model [3], where the learner can
ask the teacher membership and equivalence queries and use
the teacher’s response in guiding the learning process. How-
ever, since we are given an initial grammar, we are solving a
simpler problem than learning the full grammar from scratch.
We focus on learning from unstructured text (textual presen-
tation) because we cannot use the grammar under repair to
construct parse tree skeletons (structural presentation), from
which only the labels need to be learned [11, 57].

Most complete learning algorithms work for regular lan-
guages only, where all necessary properties (e.g., language
equivalence) are decidable, but some work carries over to re-
stricted subclasses of context-free languages [21]. We focus
on heuristic approaches here.

Several systems such as Synapse [44, 45] or Gramin [55]
iteratively parse the positive tests using the current grammar;
when an attempt fails, they introduce a new rule to match
this input. Synapse uses the negative presentation after each
generalization to prevent overgeneralizations. Gramin adds
some heuristics to reduce the search space.

Glade [6] implements a two phase generate-and-test ap-
proach comprising a regular expression generalization (which
introduces alternatives and repetitions), followed by a CFG
generalization (which introduces recursions); repetition and
recursion introduction are somewhat similar to Solomonoff’s
approach [58]. Glade also generates specific check words
from the generalized locations to reject candidates (similar
to our bigram-based validation), but this relies on a teacher.
Glade has been used to successfully learn useful approxi-
mations of some production grammars and represents the
current state-of-the-art in CFG inference.

Grammar-based Test Suite Generation. Since we repair
a CFG against a finite test suite, we need to ensure that
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this covers the syntactic structure of the target language £
well. In some application scenarios (e.g., education, grammar
migration, or language modification) we can take advantage
of a grammar for £ that may be available but not accessible
to the developers (i.e., students) or sufficient (e.g., in the
wrong formalism), and automatically generate a test suite.

Several algorithms yield sufficiently detailed test suites
that strike the right balance between syntactic regularity and
variation, e.g., CDRC [31], k-path coverage [16], derivable
pair coverage [60], or automata-based methods [54, 70].

Grammar-based fuzzers (e.g., LangFuzz [17] and IFuzzer
[61]) mostly use random sentence generation techniques,
and often exploit a given corpus to extract seed code frag-
ments [17, 61, 62]. Nautilus [4] exploits grey-box access to
the SUT to provide feedback to the sentence generation.
These systems all assume that a correct grammar is avail-
able; AUTOGRAM (18, 19] uses dynamic tainting to produce
a CFG for the input language but this again requires grey-
box access to the SUT. In parser-directed fuzzing [42], the
parser itself is used to guide the sentence generation. Mimid
[14] extends this to extract an explicit CFG.

Automatic Program Repair. Automated program repair
comes in different flavours, e.g., using symbolic execution
or data-driven techniques. Like gfixr, many approaches are
based on generating candidate patches using different strate-
gies such as genetic programming [15, 64], semantic code
search [26], or bug templates [7, 20, 27, 29, 37-39, 41, 56],
and validating each generated patch over a test suite.

Fault localization plays a key role in such generate-and-
validate approaches, because identifying potentially faulty
code fragments reduces the amount of possible repair sites
that need to be validated. GenProg [15] uses a simple fault
localization technique where statements that are executed by
failing (resp. passing) tests only are assigned a score of one
(resp. zero), and statement executed by both failing and pass-
ing tests a fractional value. SearchRepair [26] uses Tarantula
[24], a common and widely used spectrum-based fault local-
ization metric. gfixr uses the Ochiai [46] metric (see Section
2), another common technique, but can be easily extended
to work with other metrics.

In principle, we could use program repair tools directly on
the parser’s implementation of the grammar. However, our
approach presents several advantages. Fixing the parser code
directly is impossible for table-driven implementations, and
induces much larger fix spaces for recursive descent parsers,
due to the lower level of abstraction. Moreover, it does not
help in applications where the grammar itself must be fixed,
e.g., grammar-based fuzzing.

10 Conclusion

We have described the first approach to automatically re-
pair bugs in context-free grammars. Our approach alternates
over two key steps and gradually improves the grammar
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until it passes all tests in a given test suite: (i) We use fine-
grained spectrum-based fault localization to identify suspi-
cious items (i.e., specific positions in rules) as potential repair
sites. (i) We use small-scale transformations to patch the
grammar and formulate with each transformation explicit
pre- and post-conditions that are necessary for it to improve
the grammar. Both steps significantly reduce the number
of potential repairs, compared to prior approaches to apply
GAs for grammar learning. We further use a priority queue
to keep improving the most promising candidate grammars.

We implemented this approach in the gfixr system, and
successfully used it to fix CUP grammars that students sub-
mitted as homeworks in a compiler engineering course, and
to map one Pascal dialect grammar against another dialect.

In our experiments, gfixr worked well when the gram-
mar developers were indeed competent, i.e., when the initial
grammars were good approximations of the target grammars.
However, for the simultaneous repair of multiple faults, or
for large repairs that require many patches, the search spaces
become large, and the process becomes slow. Moreover, it can
become sensitive to the test suite and the different heuristics,
and in the worst cases, the repair failed.

Future Work. We plan to extend gfixr to repair grammars
for LL-parsers such as JavaCC or ANTLR, and possibly even
for generalized GLR or GLL parsers, and to run more experi-
ments to evaluate the effect of different test suites, but we
see several directions beyond that to improve our work.

Partial repairs using insertion or substitution patches can
introduce multiple mutated copies of the same base rule. We
plan to clean up the fixed grammar using grammar refactor-
ings (e.g., introducing new non-terminals for alternatives or
common sub-sequences) [30, 67].

Many bugs (especially by students) emerge at the inter-
face between lexer and parser, due to interactions between
the lexer’s first and longest match policies. Fixing such bugs
is easy in principle (e.g., a new keyword can be introduced
through a substitution patch), but the automation is more
complex because lexer and parser need to be updated syn-
chronously. We plan to extend gfixr accordingly, or alterna-
tively, use a scannerless parsing approach [12].

We will also investigate an active repair approach, where
we assume a parser for the unknown target language that can
answer membership queries and serve as teacher in the sense
of Angluin’s query model [3]. The key extension is to replace
bigram-based patch validation by a test suite enrichment,
where we judiciously generate (positive and negative) tests
[52] from the patch candidates, and use the parser to obtain
the expected outcome.

Acknowledgements

The financial assistance of the National Research Foundation
(NRF) under Grant 113364 towards this research is hereby
acknowledged.



Automatic Grammar Repair

Table 2. Spectral counts, Ochiai scores and ranks for G,
over TSggy.

item ef | ep| nf|np| score| rank
program:1:0 || 3|65 0| 8| 0.21|=12]| -
program:1:1 || 3165| 0| 8| 0.21|=12] -
program:1:2|| 3|65 0| 8| 0.21|=12|6
program:2:0 || 3| 8| 0[65| 052| =7| -
program:2:1|| 3| 8| 0] 65| 0.52| =7] -
program:2:2|| 3| 8| 0[65| 052| =74
body:1:1 3167 0| 6| 020 15|7
body:2:1 3] 6| 0]67| 0.58 6|3
name:1:0 3] 9] 0]64| 0.50=10
name:1:1 3] 9] 0]64]|| 050(|=10]|5
name:2:1 31 1| 0721 0.87| =4]-
name:2:2 3/ 1| 0]72| 087 =4|2
name:3:0 31 0f 073} 1.00| =1]-
name:3:1 31 01 0|73} 1.00| =1]-
name:3:2 3/ 0| 0[73| 100 =1]|1

A Running Example Grammar

We mostly draw on examples from teaching in this paper,
since students tend to make many mistakes that can be fixed.
In particular, we use grammars from a compiler engineering
course where students were given a grammar for the 7oy
language in EBNF form, and had to develop corresponding
CUP parsers. We use the instructor’s grammar shown in
Fig. 1 as baseline and retrofit errors made by students in
their own submitted grammars to this baseline to illustrate
our approach.

Note that the language exhibits some quirks, most notably
that formal parameter and argument lists cannot be empty,
that call expressions are allowed in Ivalue positions, and,
conversely, that [values (i.e., simple identifiers and indexing
expressions) are allowed as statements.

B Localization Example

Table 2 shows the counts aggregated from the grammar spec-
trum that we collected by running the CUP parser generated
from the example grammar G;By (see Section 1) over the test
suite TSy, as well as the Ochiai scores and corresponding
ranks for the items p* with ef (p*) > 0. Here, A:n:m denotes
the item A — a ® w from the n-th alternative production for
A where || = m. The Ochiai score of an item p*® is given by

ef (p*)
V(ef (p*) + nf(p*)) X (ef (p*) + ep(p*))
The last two columns show the items ranked by score. On
the left, all elements are ranked, with ties indicated by a
preceding “=”; on the right, ties between items from the
same rule are resolved as described in Section 2.3.
Note that the localization phase identifies only 7 out of 172

items as suspicious; this substantially reduces the number
of patches attempted, and is a main reason for the good

score(p®) =
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prog — program id body

| program id fdecllist body
fdecllist — fdecl | fdecl fdecllist
fdecl — define id ( paramlist) body

| define id ( paramlist) -> type id body
paramlist — param | param , paramlist

param  — type id | typearray id
type — boolean | int
body — begin stmtsend
| begin vdecllist stmts end
vdecllist — wvdecl | vdecl vdecllist
vdecl — type idlist ; | typearray idlist ;
idlist — id | id, idlist
stmts — relax | stmtlist
stmtlist — stmt | stmt ; stmtlist
stmt — assign | cond | input | leave | output | loop
assign ~ — name | name : :=expr | name : := array simple
cond — if expr then stmtsend
| if expr then stmts elsiflist end
| if expr then stmtselse stmtsend
| if expr then stmts elsiflist else stmtsend
elsiflist ~— elsif expr then stmts
| elsif expr then stmts elsiflist
input — read name
output  — write elemlist
elemlist — elem | elem . elemlist
elem — string | expr
loop — while exprdo stmts end
expr — simple | simple relop simple
relop —S=|>=|>|<=|<]| /=
simple  — - termlist | termlist
termlist — term | term addop termlist
addop — -|or |+
term — factorlist
factorlist — factor | factor mulop factorlist
mulop —and |/ | * | rem
factor  — name | num | Cexpr) | not factor | true | false
name  — id|id[simple] | id (arglist)
arglist ~ — expr | expr , arglist

Figure 1. BNF baseline grammar G, suitable for CUP.
We also use italics and bold typewriter font for non-
terminal and terminal symbols, respectively; we use normal
typewriter font for structured tokens with different in-
stances such as identifiers.

performance of our approach. Moreover, it ranks the actual
fault location as the most suspicous amongst those seven
locations and tries to patch there first, thus prioritizing the
eventual fix, but not shutting out other options.

Note further that the first fault blocks the second fault in
namelist, and the corresponding item is scored zero in the
first iteration; however, after the first partial repair, this one
is ranked highest, leading to a fix of both faults in just two
patches.
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C Patches for Student Grammars Submission #7 (5).

In this appendix, we show for each grammar used in Sec-

Faulty grammar fragments:

tion 8.1 the faulty fragments from the students’ grammars call  ::= CALL ID LPAR comma_expr RPAR;
and the corresponding fragments as patched by gfixr output ::= PUT STRING DOT STRING | ...
p & & p Y8 : factor ::= TRUE | FALSE | NOT factor | NUM | ID
Submission #1 (%y) | ID LBRAC simple RBRAC
Faulty grammar fragments: | ID LPAR comma_expr RPAR;
name = ID RPAR name namelist RPAR; gfixr patched fragments:
namelist ::= namelist COMMA name | €, call CALL ID LPAR RPAR
gfixr patched fragments: CALL ID LPAR comma_expr RPAR;
B ) output ::= PUT STRING DOT STRING DOT STRING
namel‘ : ID RII/.XR exp;Mzamellst RPAR; PUT STRING DOT STRING | ...
namelist ::= namelist COMMA expr | e; factor ::= TRUE | FALSE | NOT factor | NUM | ID

Submission #2 (A).
Faulty grammar fragments:

LPAR NUM RPAR

ID LBRAC simple RBRAC
ID LPAR RPAR

ID LPAR comma_expr RPAR;

startVarIDs ::= IDENT variablelDs;
variableIDs ::= IDENT COMMA variablelIDs | €; L.
i Submission #8 (E).
gfixr patched fragments:
Faulty grammar fragments:
startVarIDs ::= IDENT variablelDs; vardef :i= e
variableIDs ::= COMMA IDENT variablelIDs | €; .

Submission #3 (A).
Faulty grammar fragments:

vardef_list :

type ID COMMA
vardef_list SEMICOLON ;
:= vardef_list COMMA type ID;

assign ::= ID SQR_LEFT simple SQR_RIGHT ASSIGN expr
vdecl_more ::= vdecl_more COMMA vdecl | e; | ID SQR_LEFT simple SQR_RIGHT ASSIGN ARRAY
gfixr patched fragments: simple
| ID ASSIGN expr
vdecl_more ::= vdecl_more SEMI vdecl | €; | ID ASSIGN ARRAY simple;
.. factor ::= ID BRACKET_LEFT expr_list BRACKET_RIGHT
Submission #4 (B) | ID SQR_LEFT simple SQR_RIGHT
Faulty grammar fragments: | NUM
vardef := type IDENT identlList SEMI | €; | BRACKET_LEFT expr BRACKET_RIGHT
stmtList ::= SEMI stmt | €; | NOT factor
. | TRUE | FALSE;
gfixr patched fragments string ::= QUOTE STRING QUOTE;
vardef  ::= type IDENT identList SEMI vardef | e€; .
stmtList ::= SEMI stmt stmtList | €; gflxr patched fragments:
L. vardef ::= €
Submission #5 (C). | type ID COMMA vardef
Faulty grammar fragments: | type ID SEMICOLON vardef
zeroormanysimple : := ADDOP term zeroormanysimple | €; | vardef_list SEMICOLON ;
factor ::= NUM | ...; vardef_list ::= vardef_list COMMA type ID;
assign ::= ID SQR_LEFT simple SQR_RIGHT ASSIGN expr
gfixr patched fragments: | ID SQR_LEFT simple SQR_RIGHT ASSIGN ARRAY
zeroormanysimple : := ADDOP term zeroormanysimple | €; simple
factor ::= NUM NEGATE factor | NUM | ...; | ID COMMA expr
| ID ASSIGN expr
Submission #6 (D). | ID
Faulty grammar fragments: | ID ASSIGN ARRAY simple;
factor ::= ID LBRAC simple RBRAC factor ::= ID BRACKET_LEFT BRACKET_RIGHT
| ID LPAR expr exprlist RPAR | ID BRACKET_LEFT expr_list BRACKET_RIGHT
| LPAR expr RPAR | ig SQR_LEFT simple SQR_RIGHT
| NOT factor l
| NUM
| INT | TRUE | FALSE;
| BRACKET_LEFT expr BRACKET_RIGHT
gfixr patched fragments: | NOT factor
factor ::= ID LBRAC simple RBRAC _ | TRUE | FALSE;
| ID LPAR expr exprlist RPAR string ::= STRING
| ID | QUOTE STRING QUOTE;
| LPAR expr RPAR
| NOT factor
|

INT | TRUE | FALSE;
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Submission #9 (F).

Faulty grammar fragments:

varlist = var SEMI varlist | €;
seg ::= MINUS term termlist
| PLUS term termlist;
gfixr patched fragments:
varlist ::= var SEMI varlist | var | e€;
seg ::= MINUS MINUS term termlist
| MINUS term termlist
| PLUS term termlist;
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